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A B S T R A C T 
Introduction: Globally, COVID-19 have impacted people's quality of life. Machine learning have recently be-
come popular for making predictions because of their precision and adaptability in identifying diseases. This 
study aims to identify significant predictors for daily active cases and to visualise trends in daily active, posi-
tive cases, and immunisations. 

Material and methods: This paper utilized secondary data from Covid-19 health bulletin of Uttarakhand and 
multiple linear regression as a part of supervised machine learning is performed to analyse dataset. 

Results: Multiple Linear Regression model is more accurate in terms of greater score of R2 (=0.90) as com-
pared to Linear Regression model with R2=0.88. The daily number of positive, cured, deceased cases are signif-
icant predictors for daily active cases (p <0.001). Using time series linear regression approach, cumulative 
number of active cases is forecasted to be 6695 (95% CI: 6259 - 7131) on 93rd day since 18 Sep 2022, if simi-
lar trend continues in upcoming 3 weeks in Uttarakhand. 

Conclusion: Regression models are useful for forecasting COVID-19 instances, which will help governments 
and health organisations to address this pandemic in future and establish appropriate policies and recom-
mendations for regular prevention. 
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INTRODUCTION 

As of April 15, 2020, the World Health Organization 
(WHO) reported 1,878,489 confirmed cases 
(119,044 confirmed fatalities) of the novel corona-
virus disease 2019, including 11,439 confirmed cases 
(377 deaths) from India.1 According to a study from 
the Indian government2, the worst-affected states 
and union territories include Delhi with 1, 07,051 
cases, followed by Tamil Nadu with 1, 26,581 cases, 
and Maharashtra with 2,30,599 cases. The pandemic 
gradually expanded to other states and union terri-
tories, including Uttarakhand which is nestled in the 
lap of the Himalayas and crossed by the sacred River 
Ganges.3 According to the 2011 Indian Population 
Census, the state currently has a population of 11.9 
million, making it home to more people, than coun-
tries like Hong Kong, Switzerland, Israel, etc. The 
rough terrains of Uttarakhand, with impeding 
healthcare infrastructure, have further aggravated 
the pandemic. Overall, Uttarakhand reports 334,024 
confirmed cases and 66,699 deaths during the writ-
ing of the document. COVID-19 nowadays represents 
a true global health crisis for humanity and an im-
portant new challenge that must be met. A method 
for predicting COVID-19, using pictures and a ma-
chine learning (ML) algorithm has been provided in 
various studies that have shown an accuracy rate of 
86%.4 

Machine learning is categorized under unsupervised 
learning and supervised learning. Without being 
programmed, computers can learn with the aid of 
machine learning. In supervised learning, we map 
fresh instances by examining the training data's in-
put-output relationship. Covid-19 outbreaks are be-
ing predicted with the help of models and a seasonal 
periodic regression model.5-7 

Suspected-Infected-Recovered-Dead (SIRD) Model8 
makes estimates for epidemiological variables like 
infection, reproduction, and mortality rates. Recov-
ered, death cases, negative cases, and confirmed cas-
es have all been predicted utilizing long short-term 
memory and Gated Recurrent Unit employing Recur-
rent Neural Network.9 

The number of confirmed cases, fatalities and recov-
ered cases are used to develop linear and polynomial 
regression models. The estimated cases and fatalities 
over the next few days can be forecasted with the use 
of these models. However, limited studies exist on 
the analysis of COVID-19 outbreak using the Super-
vised Machine Learning Approach in Uttarakhand. 
Hence, the present study is an attempt to correlate 
the underlying factors and improve preparedness if 
such a pandemic devastates the state in the future. 

 

METHODOLOGY 

The applied methodology in this paper is described 
with the help of a flow chart. [Fig 1] 

Dataset Description: The dataset for this research 
study was retrieved from the daily COVID-19 health 
bulletin, which can be publicly assessed from the of-
ficial website of Medical Health and Family Welfare 
(MoHFW), is managed by the Uttarakhand Govern-
ment.10 The daily records on positive cases, active 
cases, deceased cases, cured cases, sample testing 
and vaccinations were obtained from 01 March 2022 
to 30 November 2022 for the state of Uttarakhand. 

Statistical Analysis: The whole dataset was cleaned 
and maintained by removing missing and duplicate 
values and analysis was performed using R software 
version 4.2.2 with the help of required packages and 
libraries. A Supervised Machine Learning approach 
was used by apportioning the whole dataset where 
75% of it belongs to training set and remaining 25% 
to testing set. The procedure is described into follow-
ing three steps. 

Step 1: A Linear Regression (LR) analysis is per-
formed on training set to evaluate the influence of 
active cases due to daily positive cases in Uttarak-
hand whose purpose is to predict the response vari-
able (Y=daily active cases) for a given value of ex-
planatory variable (X=daily positive cases) with the 
help of the following equation:  

Y =β0 + βX + €  

Where β0 is the intercept, β is the slope and € is the 
error term in the above LR model. 

Step 2: Multiple linear regression (MLR) is used to 
evaluate the influence of response variable (Y) by 
taking a set of explanatory variables (X1=positive 
cases, X2=deceased, X3=cured cases, X4= daily vac-
cinations) with the help of the following equation: 

Y= β0 + β1X1 + β2X2 + β3X3 + β4X4 + € 

Where β1, β2, β3, β4 are slope coefficients and € is the 
error term in the above MLR model. 

Step 3: Further, with the help of dataset from 18 
September 2022 to 30 November 2022, cumulative 
number of active cases are forecasted for the next 3 
weeks using time series based linear regression 
model by taking trend as an independent variable. 

 

RESULTS 

On average, 391 active cases were observed in the 
month of March 2022 and this average decreased to 
101 in next month. Again, a sudden increase in active 
cases were observed at the end of July and beginning 
of August and thereafter cases were noticed to be de-
clined. [Fig 2] [Fig 3] [Fig 4] shows the trend of daily 
active cases, positive cases and vaccinations since 
the first day of March 2022. 

A scatterplot matrix shows the correlation values 
amongst the variables as depicted in [Fig 5]. The cor-
relation between response variable (daily active cas-
es) and explanatory variable (daily positive cases) is 
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0.912 (p-value <0.001), which shows a strong posi-
tive linear relationship between them and hence mo-

tivates us to further establish a mathematical rela-
tionship between them.  

 

 

Figure 1: Flowchart for the proposed methodology 

 

3.1: The fitted linear regression model after applying 
it to 75% of training set is as follows: 

Y (daily no. of active cases) = 82.41 + 5.37 X (daily no. of positive cases) 

------- Equation (1) 

Equation (1) indicates that for every one unit in-
crease in daily number of positive cases, there is an 
increase of 5 cases in daily active cases in the state of 
Uttarakhand [Table 3.1] and F-statistic for the fitted 
model is 923.4 (p-value <0.001) showing the evi-
dence of linear relationship between the variables.  

3.2: The fitted multiple linear regression model is 
explained with the help of Equation (2): 

The daily sample testing is weakly correlated (r= 
0.263) with the daily active cases [Fig 5], so the MLR 
model is defined with the help of only four explana-
tory variables (X1=daily no. of positive cases, 

X2=cured cases, X3=deceased cases, and 
X4=vaccinations).  

Y (daily active cases) = 74.59 + 4.16 X1 + 1.46 X2 + 66.63 X3 - 
0.0013 X4    -------- Equation (2) 

Equation (2) indicating the increase of approximate 
4 cases to daily number of active cases for each one 
unit increase in daily number of positive cases in Ut-
tarakhand while keeping the other explanatory vari-
ables fixed and F-statistic for the fitted model comes 
out to be 299.8 (p <0.001) showing that at least one 
explanatory variable in fitted MLR model has signifi-
cant linear relationship with the response variable. 
In the present study, daily positive cases, cured cas-
es, and deceased cases are significant predictors for 
response variable in the model [Table 3.2]. 

Prediction is done with testing set and the evaluation 
parameters have been evaluated. Mean Absolute Er-
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ror (MAE) in the MLR model comes out to be 105.54 
with R2 =0.90 which explains it as a strong predictor 
model as compared to the LR model having 
MAE=114.90 with R2 =0.88 as represented in [Table 
3.3]. 

The actual vs. predicted values for the LR and the 
MLR model in the form of scatter diagram are shown 
in [Fig 6] and [Fig 7] respectively which shows that 
differences of most of the values are close to fitted 
regression line. 

Further, we used a time series based linear model by 
taking a cumulative number of active cases as a re-
sponse and trend as explanatory variables, whose 
purpose is to fit a straight line following a trend pat-
tern only [Fig 8]. The forecasted value comes out to 
be 6695 (95% CI: 6259 - 7131) on 93rd day since 18 
Sep 2022 [Table 4] and this visualization of cumula-
tive number of active cases for the next 3 weeks is 
depicted in [Fig 9]. 

 

Figure 2: Daily active cases since March 2022 

 

 

Figure 3: Daily positive cases since March 2022 
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Figure 4: Daily vaccinations since March 2022 

 

Figure 5: The Correlation matrix to show correlation values 

 

Figure 6: Actual vs. Predicted values for Linear 
Regression Model 

 

Figure 7: Actual vs. Predicted values for Multiple 
Linear Regression Model 
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Figure 8: Best Linear fit on cumulative number of active cases 

 

 

Figure 9: Forecast for cumulative number of active cases for next 3 weeks 

 

Table 3.1: Linear regression coefficients from training set, active cases as a response variable 
 

Estimate Standard Error T value P-value 95% Confidence Interval 
Intercept 82.41 13.85 5.94 0.000*** (55.08, 109.73) 
Positive 5.37 0.17 30.38 0.000*** (5.02, 5.72) 
***p <0.001 and R2= 0.822, F-statistic: 923.4, p-value: <0.001 

 

Table 3.2: Multiple Linear regression coefficients from training set, active cases as a response variable 
 

Estimate Standard Error T value p-value 95% Confidence Interval 
Intercept 74.59 17.50 4.26 0.000*** (40.07, 1.091076e+02) 
Positive cases 4.16 0.27 15.36 0.000*** (3.62, 4.695661e+00) 
Cured cases 1.46 0.23 6.26 0.000*** (1.00, 1.931812e+00) 
Deceased cases 66.63 24.78 2.68 0.007* (17.75, 1.155123e+02) 
Vaccinations -0.0013 0.0016 -0.85 0.244 (-0.004, 1.825015e-03) 
***p <0.001, * p <0.01 and Adjusted R2= 0.856, F-statistic: 299.8, p-value < 0.001 
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Table 3.3: Evaluation parameters of the prediction model 

Model R2 score Mean absolute error (MAE) Mean Squared Error (MSE) Root Mean Squared Error (RMSE) 
LR model 0.88 114.90 30,046.75 173.34 
MLR model 0.90 105.54 26,536.41 162.90 
 

Forecasts using Time Series based Linear Regression Model: 

Table 4: Forecasting cumulative no. of active cases for the next 3 weeks. 

Days (Since 18-Sep-2022) Cumulative number of forecasts 95% Confidence Interval 
73* (01-Dec-2022) 5444 (5020, 5868) 
----------- ------------ --------------- 
----------- ------------ ---------------- 
92* (20-Dec-2022) 6633 (6197, 7068) 
93* (21-Dec-2022) 6695 (6259, 7131) 
 

DISCUSSION 

India has been already taken the initiatives for the 
management of COVID-19 pandemic. All the govern-
ments around the world applied severe actions for 
managing the rapid spread of COVID-19 infection 
among people.11 Every area of life is being rapidly 
impacted by technological advancements; the medi-
cal field is one of the important departments which is 
directly related to people’s daily lives. Due to the 
greater accuracy of data processing and precise deci-
sion-making, artificial intelligence (AI) has recently 
been applied to the medical profession and has 
demonstrated promising results in healthcare. For 
the present study, we applied Linear and multiple 
linear regression model as a part of Supervised Ma-
chine Learning (ML) approach in order to predict the 
daily COVID-19 active cases and also aimed to fore-
cast the cumulative number of active cases for the 
next three weeks in Uttarakhand. 

The dataset for this research study was extracted 
from the daily COVID-19 Health Bulletin which re-
ported cumulative number of a total of 104497 posi-
tive cases, 100328 recovered cases and 333 deceased 
cases as of 25th November, 2022 since the beginning 
of the year 2022 and moreover, there were a total of 
36 active cases in the state of Uttarakhand as per the 
Health Bulletin reported on 25th November, 2022.10 
Suganya et al.12 discussed that multiple linear re-
gression is a suitable technique to forecast the cumu-
lative number of confirmed and deceased cases 
(R2=0.992). 

A recent study published by Kanday et al.13 extracted 
their dataset from GitHub from 212 reports, report-
ing a total of 1000 cases. They used logistic regres-
sion and multinomial Naive Bayes algorithm in their 
study. However, the findings showed that these algo-
rithms (with an accuracy of 96%) are better than the 
commonly used algorithms. Another study conduct-
ed by Varun et al.14 in the year 2020, consisted of 
184,319 reported cases. They used supervised learn-
ing as their method with convolutional neural net-
work CNN. The study focused on developing a ML al-
gorithm for frontline physicians in the emergency 
department.   

Another study conducted by Burdick et al.15 in the 
year 2020, conducted on 197 patients by using su-
pervised learning as their main method. They used 
classification logistic regression and reported that 
this algorithm displays higher diagnostic odds ratio 
(12.58) for foreseeing ventilation and effectively tri-
age patients than a comparator early warning sys-
tem, such as Modified Early Warning Score (MEWS) 
which showed (0.78) sensitivity, while this algorithm 
showed (0.90) sensitivity which leads to higher spec-
ificity. Based on hospitalization data, a total of 5435 
persons were supposed to be hospitalized in month 
of September 2022 using single exponential smooth-
ing with time series data in a study conducted by 
Semwal et. al (2022)16 for the state of Uttarakhand. 
Painuli et. al (2021)17 in their study had applied 
ARIMA modelling on dataset and predicted the con-
firmed cases for the next 45 days in India as well as 
its state’s Telangana and Maharashtra. The findings 
of the present study explain weak correlation [Fig 5] 
of sample testing with daily active cases (r=0.263) 
and daily positive cases (r=0.214), and hence daily 
sample testing was not included in MLR model as a 
predictor, whereas Saswat. S et. al (2021)18 showed 
that increase in daily number of tests will result to 
consecutive increase in daily cases and had reported 
that a total of 50234 predictive positive cases on 31 
July 2020. 

Moreover, findings from the present paper reported 
that the daily positive, cured cases, and deceased 
cases were statistically significant predictors for the 
response variable (daily active cases) at a particular 
level of significance whereas as similar findings of S 
Rath et al.19 reported no significant predictors were 
observed while analyzing data for the state of Odisha 
and India as well. In addition, we utilized linear re-
gression-based time series model to forecast the cu-
mulative number of active cases as response variable 
and trend as explanatory variable, whose purpose is 
to fit a straight line [Fig 8] following a trend pattern 
only. According to present study, cumulative no. of 
active cases for the next 3 weeks is visualized in [fig-
ure 9] and forecasted to be 6695 (95% CI: 6259 - 
7131) on 93rd day since 18 September 2022, consid-
ering the pattern being same in upcoming days in the 
state of Uttarakhand [Table 4]. Researchers can use 
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artificial neural network (ANN) and Autoregressive 
Integrated Moving Average (ARIMA) for forecasting 
purposes by considering historical behavior of 
Covid-19 virus. 
 

LIMITATION 
A more set of explanatory variables such as migra-
tion of infectious cases, travelling history, and demo-
graphic features of an individual can be added to 
MLR model as it might have a positive impact in re-
ducing the number of daily active cases. Also, time 
series based linear regression approach used in fore-
casting cumulative number of active cases is based 
on trend only, while seasonality can be considered. 
 

CONCLUSION 

Researchers and health organisations across the 
world have made great effort in prevention of 
COVID-19 pandemic and controlling its spread 
among community by developing various statistical 
models and increasing rate of testing and vaccina-
tions. In present study, we proposed Linear Regres-
sion (LR) and Multiple Linear Regression (MLR) 
models by employing daily number of active cases as 
response variable and other as explanatory varia-
ble/s, and with the help of R2 we found the MLR 
model to be more accurate as compared to the LR 
model. The correlation values show strong positive 
relationships of positive cases and cured cases with 
daily active cases whereas vaccinations and deceased 
cases are moderate positively correlated with daily 
active cases. The forecast value through Linear re-
gression based time series model is an adequate way 
to predict the cumulative number of daily active cas-
es for next 21 days showing that cumulative number 
of active cases on 93rd day will be 6695 with a lower 
bound of  6259 cases and upper bound of 7131 cases. 
The findings through these models will be helpful for 
government, local administration and hospital staff 
to make strong policies against Covid-19 and take 
necessary steps in its prevention for upcoming days. 
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